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Approximate computing (AxC) provides the scope for achieving disproportionate gains in a system’s power,
performance, and area (PPA) metrics by leveraging an application’s inherent error-resilient behavior (BEHAV).
Trading computational accuracy for performance gains makes AxC an attractive proposition for implementing
computationally complex AI/ML-based applications on resource-constrained embedded systems. The growing
diversity of application domains using AI/ML has also led to the increasing usage of FPGA-based embedded
systems. However, implementing AxC for FPGAs has primarily been limited to the post-processing of ASIC-
optimized approximate operators (AxOs). This approach usually involves selecting from a set of AxOs that
have been optimized for a gate-based implementation in an ASIC. While such an approach does allow
leveraging existing knowledge of ASIC-based AxO design, it limits the scope for considering the challenges
and opportunities associated with FPGA’s LUT-based computation structures. Similarly, the few works
considering the LUT-based computing for AxO design use generic optimization approaches that do not allow
integrating problem-specific prior knowledge—empirical and/or statistical. To this end, we propose a novel
tree search-based approach to AxO synthesis for FPGAs. Specifically, we present a design methodology using
Monte Carlo Tree Search (MCTS)-based search tree traversal that allows the designer to integrate statistical
data, such as correlation, into the AxOs optimization. With the proposed methods, we report improvements
over standard MCTS algorithm-based results as well as improved hypervolume for both operator-level and
application-specific DSE, compared to state-of-the-art design methodologies.
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1 INTRODUCTION

Historically, embedded computing had primarily focused on the timeliness of systems rather than
computational complexity. However, with the growing diversity of application domains using
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Fig. 1. AxOTreeS Motivation

Artificial Intelligence (AI) and Machine Learning (ML), embedded computing increasingly demands
executing complex inference engines on resource-constrained systems. Therefore, embedded sys-
tems deployed for edge processing typically need to provide better Power-Performance-Area (PPA)
optimization while satisfying the applications’ behavioral requirements. To this end, multiple ongo-
ing research efforts, such as TinyML [31], aim to leverage the applications’ behavioral tolerances to
optimize the design choices at/across multiple layers of the system stack. Since inference engines
primarily use Multiply-Accumulate (MAC) operations extensively, a lot of such optimization effort
at the hardware layer has been focused on precision scaling of arithmetic operations [4]. It involves
reducing the number of bits used for representing the operands (weights and/or features), thereby
enabling the usage of lower bit-width operators with better PPA trade-offs. However, precision
scaling is a generic approach and has limited scope, in terms of the number of possible bit-widths,
for implementing application-specific optimizations at the hardware layer.

Consequently, there is an increasing focus on developing methods to exploit an application’s
output accuracy tolerances at a finer granularity. Approximate Computing (AxC) provides the scope
for achieving disproportionate gains in a system’s PPA by leveraging an application’s inherent
error-resilient behavior (BEHAV). AxC across multiple layers of the computation stack includes
methods such as loop skipping and data scaling [14]. While precision scaling can also be considered
a form of approximation, we will limit the term AxC to refer to methods that deliberately inject
errors into the computation by avoiding some form of processing. In the context of arithmetic
operations, AxC would, unlike low-precision operations, entail allowing some form of errors in
the output of the arithmetic operation. Such Approximate Operators (AxOs) can be implemented
for any bit-width operation and hence provide an additional Degree of Freedom (DoF) that can
complement traditional precision scaling. Additionally, AxOs present a much broader scope for
exploiting an application’s error tolerance. However, the design of such application-specific AxO
presents a highly complex Design Space Exploration (DSE) problem.

A major aspect of the DSE problem for AxOs involves the target hardware platform-specific
optimizations. While most of the related works in AxO design are focused on Application-specific
Integrated Circuits (ASICs), the static design nature of ASICs requires the implementation of an
accurate operator alongside the approximate version. On the other hand, with Field Programmable
Gate Arrays (FPGAs), different versions of the AxO can be implemented dynamically, including
the accurate version. The reconfigurability of FPGA-based hardware platforms has resulted in their
increasing usage in embedded systems, as they can cater to the diversity of application requirements
more effectively. However, designing novel AxOs for FPGAs has primarily been limited to the
post-processing of ASIC-optimized AxOs. While such an approach allows leveraging existing
knowledge and libraries of ASIC-based AxO designs, it limits the scope for leveraging FPGA’s
Look-Up Table (LUT)-based computation structures [38, 40, 41]. A more effective approach to DSE
for FPGA-based AxO requires novel operator models and related optimization methods than those
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used for ASICs. More recently, various AxO models have been proposed for enabling FPGA-specific
optimizations [36]. Similarly, AI/ML-based DSE methods have also been proposed for synthesizing
novel AxOs for FPGAs [15, 25, 36]. However, most of the proposed DSE approaches are based on
generic search methods such as Genetic Algorithms (GA) and other randomized search algorithms
that do not allow integrating prior knowledge from empirical and/or statistical analysis.

To further highlight the importance of performing various types of statistical analysis of AxOs
and considering this knowledge in exploring feasible design points, we present an accuracy-
performance correlation analysis of various 4 X 4 signed approximate multipliers. This analysis is
based on the accurate signed multiplier implementation presented in [34], which utilizes 10 LUTSs to
generate the partial products of a 4 X 4 multiplier. Based on the AxOs implementation methodology
of removing LUTs from an accurate implementation, as discussed in [36], we have utilized the
10 LUTs to implement 1024 different approximate designs. Fig. 1 shows the relative correlation
coefficient between the utilization of each of the 10 LUTs and the PPA and BEHAV metrics. The LUTs,
lut_xs correspond to those used in generating the partial products of the 4 X 4 multiplier. Fig. 1(a)
and Fig. 1(b) show the results for operator-level evaluation and an application-specific analysis
by utilizing the 1024 designs in the Low-pass Filter (LPF) implementation in Electrocardiogram
(ECG) [19], respectively. As expected, utilizing any particular LUT shows a positive correlation with
the PPA metric (PDPLUT!) and a negative correlation with the BEHAV (error) metric. Therefore,
not using the lut_x in the implementation would cause more error (AVG_ABS_REL_ERR 2 for
the operator and (1-Accuracy)® for ECG peak detection). However, the varying correlation metric
indicates the relative importance of each LUT in contributing to PPA and BEHAV metrics. Similarly,
the difference in the distribution of the correlation metrics in Fig. 1(a) and Fig. 1(b) indicates
changing relative importance from an operator-level to an application-level dependency. State-of-
the-art DSE approaches do not allow using such statistical patterns in the search methodology.
To this end, we propose a novel search methodology that allows the effective integration of such
LUT-wise significance in the DSE for FPGA-based AxOs. The related contributions include:

Contributions:

(1) We present a novel tree search-based approach to synthesizing new FPGA-based approximate
operators. Specifically, we model the DSE for signed approximate multipliers as a Tree
Traversal Problem (TTP) and use Monte Carlo Tree Search (MCTS) along with ML-based
estimation for generating Pareto-front AxO designs under given PPA and BEHAV constraints.

(2) We present problem-specific adaptations to the more general MCTS approach. Specifically,
we provide knobs to include statistical information regarding LUT usage in the TTP. We
report up to 1.6x better hypervolume than using general MCTS for tightly constrained design
problems.

(3) We present the results from the evaluation of the proposed methodology for both operator-
level and application-specific DSE. We report improved Pareto-front designs than state-of-
the-art approaches for both.

The rest of the article is organized as follows. Section 2 provides a brief overview of the back-
ground and related works pertaining to designing approximate operators. The problem statements,
including the operator model used in the current work and the DSE problem formulation, are
described in Section 3. Section 4 describes the proposed AxOTreeS methodology and includes a
brief background of MCTS. The experimental evaluation of the proposed methods is presented

1Power Delay Product x LUT utilization
2 Average Absolute Relative Error
3Classification error
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in Section 5. Section 6 concludes the article with a summary and a brief discussion of the scope for
related future work.

2 BACKGROUND AND RELATED WORKS
2.1 Approximate Computing

The paradigm of Approximate Computing has emerged as a viable solution to satisfy the ever-
increasing computational and memory demands of modern applications ranging from data centers
to mobile devices and embedded systems at the edge. A common attribute of most of these applica-
tions is their inherent error resilience to inaccuracies in the data representation and intermediate
computations. The inherent error resilience of these applications enables them to produce multiple
feasible answers instead of one golden answer. For example, an audio processing application on
an embedded system can employ different encoders with various precisions to produce multiple
acceptable quality outputs. AxC exploits this error resilience to trade the output accuracy of an
application for performance gains. Recent related works have explored various approximation
techniques covering all layers of the computation stack [1, 5, 13, 14, 32, 39, 44].

Among the various computation layers for approximation, the architecture and circuit layers
have acquired the most significant attention for resource-constrained embedded systems. On the
architecture level, employing reduced precision arithmetic and storage has remained one of the most
commonly utilized techniques [6, 42, 44]. Similarly, using inaccurate (approximate) computational
units is one of the most effective techniques on the circuit layer. As MAC is one of the primary
operations in ML applications (inherently error-tolerant), most related works have focused on
proposing various approximate implementations for adders and multipliers [8, 9, 16, 18, 21, 24,
30, 33, 35, 38, 43]. These techniques mainly rely on either truncating parts of computation or
utilizing inaccurate computations to introduce deliberate approximations for performance gains.
For example, the works presented in [30, 43] have utilized multiple sub-adders to truncate the long
carry propagation chain in ASIC-optimized larger adders. These designs utilize multiple previous
bits to predict the input carry for each sub-adder. Similarly, the authors of [24] have utilized different
carry and sum prediction techniques to present a set of FPGA-optimized approximate adders.

Considering the higher computational complexity of multiplication operations, most related
works have proposed various approximate architectures for both ASIC- and FPGA-optimized
architectures. For instance, the authors of [9, 21] have utilized various truncation techniques
to produce M-bit output for an M X M ASIC-optimized multiplier. Similarly, some works, such
as [8], truncate the input operands to employ a smaller multiplier to implement a larger multiplier
for ASIC-based systems. Other works, such as [10, 26], perform functional approximation to
implement ASIC-optimized inaccurate 2 X 2 multipliers. The 2 X 2 multipliers are then utilized to
implement larger multipliers. For example, the authors of [16, 18] have utilized Cartesian Genetic
Programming (CGP) to present libraries of ASIC-optimized approximate adders and multipliers. In
their proposed technique, they utilize a set of accurate implementations of an operator and perform
multiple iterations of the CGP to generate corresponding approximate circuits. For this purpose, the
accurate circuits are represented using a string of integers, and a worst-case error-based objective
function is used to generate various approximate versions of a circuit. Considering the architectural
specifications of FPGAs, the works presented in [33, 35, 38] have utilized the LUTs and carry chains
of Xilinx FPGAs to propose various approximate multiplier architectures. The authors of [35] have
presented a 4 X 4 approximate multiplier to implement higher-order multipliers. Similarly, the work
presented in [33] utilizes three different designs of FPGA-optimized approximate 4 X 4 multipliers to
implement a higher-order approximate multipliers library. However, this work does not provide an
intelligent DSE mechanism for identifying design points that provide better accuracy-performance

ACM Trans. Embedd. Comput. Syst., Vol. 1, No. 1, Article 1. Publication date: January 2023.



AxOTreeS: A Tree Search Approach to Synthesizing FPGA-based Approximate Operators 1:5

Table 1. Comparing related works

Related Work EvoApprox [16, 18] autoAx [15] ApproxFPGA [23] [29] [38] AppAxO [36] SyFAxO-GeN [25] AxOTreeS
LUT-level

Optimization x x * * ! ’ ! !
Applic?tion—speciﬁc X v v X X v X v
Design Search
Automated v v/ X v X v v 4
Search
Mlj-basled X v/ v X X v 4 4
Estimation
Directed X X X X X X X 4
Search

trade-offs. The authors of [38] have utilized radix-4 Booth’s algorithm to present an approximate
signed multiplier implementation. In their proposed implementation, the authors initially focus
on efficiently utilizing the 6-input LUTs and the associated carry chains to propose a resource-
efficient implementation of the signed multiplier. Furthermore, to reduce the critical path delay and
dynamic power consumption of the implementation, the authors employ truncation of selected
partial produce bits in each partial product row. To improve the output accuracy of the approximate
multiplier, the authors include functional approximation by selectively changing the functionality
of a few LUTs in each partial product row. However, such manual optimization techniques are
time-consuming for designing and implementing an approximate operator with different specified
accuracy-performance constraints.

2.2 DSE for Approximate Operators

Some recent works, such as [16, 18, 33], provide libraries consisting of hundreds of approximate
versions of an operator with varying accuracy-performance trade-offs. Therefore, in many cases,
it is necessary to identify feasible operator implementations that can satisfy an application’s
overall accuracy-performance constraints. Table 1 provides an overview of some of the related
frameworks for performing design space exploration of approximate operators. Each row in the
table specifies a certain aspect or method used in the DSE methodology for each of these frameworks.
For example, the work presented in [18] utilizes a worst-error-based objective to identify ASIC-
optimized feasible design points. Another similar work proposed in [29] focuses on identifying the
largest sub-circuit that can be removed from an accurate implementation to produce an approximate
version that complies with the provided accuracy constraints. For this purpose, this work formulates
sub-circuit identification as a binary tree exploration problem. It employs various techniques to
assign weights to all nodes in the original netlist to compute the accuracy impact of removing
a set of nodes. However, these works do not include the generation of approximate operators
while considering application-level accuracy and performance constraints. Furthermore, these
works do not employ ML-based fast estimators to predict the accuracy and performance metrics
of the generated design points, and therefore may not be feasible for accelerator-level DSE that
involves long characterization times. The authors of [17] have used CGP to design ASIC-optimized
unsigned approximate multipliers for Artificial Neural Networks (ANNs). However, this work has
not considered the performance metrics, such as dynamic power consumption, while generating
the new designs. The work presented in [15] utilizes the approximate operators from [18] to
present a framework for application-specific DSE for approximate adders. Similarly, the authors
of [23] employ various ML models to identify feasible ASIC-based operators for implementing
them on FPGA-based systems. In this work, the various ML models are initially trained using a
dataset including the performance values of implementing ASIC operators ( from [18] ) for FPGAs.
In the testing and estimation phase, the authors use the trained models to infer the FPGA-based
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performance values for a given hardware description of the operator. However, this work, along
with [15, 16, 18], does not focus on performing any FPGA-specific LUT-level optimizations to
improve the implementation of the operator. They rely on the library of ASIC-optimized operators
as the power set of operators that can be implemented on FPGAs. This limits the scope of application-
specific optimizations that be explored during DSE. Further, limiting the exploration to the library of
existing implementations, typically a few hundred designs, does not warrant ML-based estimators
and can be evaluated exhaustively.

The authors of [38] have used GA to identify feasible operator implementations (accurate and ap-

proximate) for a Gaussian image smoothing application. However, this work focuses on identifying
the combination of feasible operators from a comparatively smaller set of approximate implemen-
tations and does not consider the PPA metrics, such as power and the resulting accelerator’s logic
delay, during DSE. The framework presented in [36] leverages various ML models and GA-based
multi-objective optimization technique to implement application-specific FPGA-optimized approxi-
mate versions of accurate operators. The operator model proposed in [36] uses a binary string to
address the LUTs in the accurate implementation of an operator, and the corresponding approximate
versions of the operator are generated by removing targeted LUTs. The ML models employed in
this framework act as surrogate functions to estimate the accuracy-performance metrics for a given
approximate operator configuration. An improved model that integrates two multiplier algorithms,
Booth and Baugh-Wooley, has also been presented recently [37]. However, the proposed approach
uses only the implicit search directions, derived during the metaheuristics-based randomized search
of GA, to find novel approximate implementations. The work presented in [25] has used Generative
Adversarial Networks (GANs) to identify operator configurations satisfying provided accuracy-
performance constraints. However, the proposed approach uses a fairly open-loop approach where
the newly explored designs are not used for improving the subsequent search.
Summary: As shown in Table 1, in general, the works related to DSE for FPGA-based AxOs can be
categorized broadly into — 1) the ones that follow the selection approach which involves leveraging
ASIC-optimized logic [15, 23] and, 2) the ones that perform LUT-level optimization for synthesizing
novel AxOs that may differ logically from ASIC optimized ones [25, 33, 36, 38]. The FPGA-specific
synthesis approaches can further be categorized into works that use handcrafted optimizations
resulting in one or two novel designs [38] and those using automated search methods to generate a
library of operators [25, 33, 36]. Works such as AppAxO [36] and SyFAxO-GeN [25] essentially aim to
automate the approach proposed in [38]. This involves identifying the top power consuming LUTs
and selecting a subset of the LUTs for removal from the optimized accurate implementation while
providing the best PPA-BEHAV trade-offs. They, along with [15, 23], use ML-based PPA and BEHAV
metrics estimation and, rely on the search algorithm to decipher the operator/application-specific
PPA-error trade-offs provided by each LUT, in order to find the optimal approximate configuration
(LUT usage). They do not provide any methods of explicitly directing the related search towards
design points with better trade-offs. The search directions are implicitly derived from the iterative
search algorithm such as GA [36], random sampling [15], or sampling with generative models [25].
The characterization data of the sampled approximation configurations is limited to just designing
regression models for predicting PPA and BEHAV metrics. Since the iterative search algorithm
determines the PPA-BEHAV trade-offs from predictive models, that are primarily designed for
fitness evaluation of each approximate configuration, we posit that the search process can be improved
with information derived from statistical/empirical analysis of design characterization data and using
the resulting LUT-wise significance . To this end, we propose AxOTreeS, a methodology that allows
the integration of the results of such analyses.
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Fig. 2. Approximating a 3 — bit unsigned adder design. Selective removal of LUTs results in approximate
implementations of the AxOs. The unused LUTs can be utilized by other components of the designs.

3 PROBLEM FORMULATION
3.1 Operator Model

For the current article, we use an operator model similar to that proposed in [36] and also used
in [25]. Accordingly, any FPGA-based arithmetic operator can be represented by an ordered tuple
Oi(lo, by, .. Iy, ., Ip—1), V1 € {0,1}. The term [; represents whether the LUT corresponding to the
operator’s accurate implementation is being used or not and L represents the total number of LUTs
of the accurate implementation that may be removed to implement approximation. Removing a
LUT from the accurate implementation means that the target LUT does not receive any inputs
and does not contribute to the computations. So, the accurate implementation can be represented
as O4c(1, 1, ..., 1). For instance, the accurate implementation of the 3-bit unsigned adder, shown
in Fig. 2, is represented by the tuple (1,1,1). Similarly, O = {O;} represents the set of all possible
implementations of the operator. Therefore, the set O for the adder shown in the figure is { (0,0,0),
(0,0,1), (0,1,0),(0,1,1), (1,0,0), (1,0,1), (1,1,0), (1,1,1)}. The approximate implementation in the figure
corresponds to the tuple (1,0,1). In this operator modeling and implementation technique, removing
a LUT will always result in a 0 value assigned to the output bit. For example, for approximate adder
configuration (1,0,1), output bit S1 is assigned a constant value of 0. Furthermore, the associated
carry chain element of a LUT removed from the computation is employed only to forward the
preceding carry-out signal to the following carry chain element. An arbitrary operator/application’s
behavior can be abstracted by a function S. So, the operator/application output for a set of inputs
can be outlined as shown in Eq. (1). The term Err, represents the error in the operator/application’s
behavior as a result of using an approximate operator O; compared to using the accurate operator
Oyc. Similarly, the operator/accelerator’s hardware performance can be abstracted as a set of
functions as shown in Eq. (2). Similar to S, the functions Hyy, Hy and Hc abstract the physical
characterization-based estimates for power dissipation, LUT utilization, and Critical Path Delay
(CPD) of any arbitrary approximate operator O; respectively.

Outg, = S(O;, Inputs); Outg,. = S(Oac, Inputs)

1
Errg, = Outg, — Outp, W

Power Dissipation : Wp, = Hw (O;, Inputs)
LUT Utilization : Ug, = Hy(O;)

Critical Path Delay : Cgo, = Hc(0;) )
Power Delay Product : PDPg, = Wy, X Cp,
PDPLUTy, = Wp, X Up, X Co,
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3.2 Design Space Exploration

The constrained search problem, with behavioral accuracy (BEHAV) and/or PPA constraints, is
shown in Eq. (3), where Byax and Pyax refer to the BEHAV (error) and PPA metric constraints
respectively. Eq. (3) represents a typical multi-objective optimization problem with the goal of
finding design solutions that minimize two objectives. A variety of methods are adopted by different
optimization tools to achieve the minimization of more than one metric. They include but are not
limited to, minimizing a weighted sum of the objectives, solving multiple problems that constrain
one objective and minimize the other, minimizing for one objective and then using the solution to
minimize the other, etc. For the current article, we use hypervolume metrics obtained by the PPA
and BEHAV metric of each design point as the single metric that is used to drive the optimization. It
must be noted that the same DSE methodology to search for feasible Pareto-optimal solutions may
deploy any of these methods of multi-objective optimization. While Eq. (3) represents the traditional
approach opted for this optimization problem, we propose to include LUT-wise significance in the
optimization. Therefore, the corresponding objective is shown in Eq. (4), where the set ¥, encodes
the importance for each LUT being explored in the design, in terms of its impact on the PPA and
BEHAV metrics.

minimize(BEHAV ., PPAy.)
Oi €0 ' '

®3)
s.t. BEHAV ¢, < Byax and PPAp, < Pmax

minimize((BEHAV ., PPAp.) | F,
inim (( 0; o) 1 ) )

4 AXOTREES

The various aspects of AxOTreeS are shown in Fig. 3. Similar colored arrows indicate the infor-
mation/data flow for each sub-process in the methodology. For instance, Random Sampling uses
the operator model to generate the approximate configurations that serve as the training set for
the models. The designs corresponding to the selected approximate configurations are then imple-
mented, both as standalone operators and as part of applications/accelerators and characterized to
generate the PPA and BEHAV data. Statistical Analysis involves using the characterization data for
generating the ML-based fitness function estimators and LUT-wise significance metrics such as
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correlation coefficients and feature importance in the ML-based regression models. The ML-based
estimators and the LUT-wise significance metrics are used by the MCTS-based DSE, along with the
application-specific PPA and BEHAV constraints, to provide a set of Pareto-front design points.
This Pareto-front, referred to as Pseudo Pareto-front (PPF), is based on the metrics predicted by the
regression models, and the corresponding designs are then characterized to generate the Validated
Pareto-front (VPF) approximate design configurations. The primary contributions, as highlighted
in the figure, include modeling the DSE for FPGA-based AxOs as a Tree Traversal Problem (TTP)
and enabling integrating LUT-wise significance into the search algorithm. Each of these aspects of
AxOTreeS is explained next.

4.1 Statistical Analysis

4.1.1 Estimator design. The statistical estimation of LUT-wise significance metrics and ML-based
estimator design form an integral part of the proposed AxOTreeS methodology. While the proposed
MCTS-based search methods (described in Sections 4.3 and 4.4) allow the integration of prior
knowledge, the requisite problem-specific information is obtained during the statistical analysis.
For this purpose, we characterized ~ 2000 randomly generated approximate signed 8 x 8 multiplier
designs with the Baugh-Wooley multiplier’s operator model. The characterized dataset was used
within an AutoML [22] tool to explore various types of ML-based regression models. The models
with the lowest Root Mean Squared Error (RMSE) errors were chosen for the estimator modeling.
While training the selected estimators, both RMSE and R2 scores across the training and testing
datasets were considered. Trained models with similar R2 scores for both the training and testing
datasets were used in the methodology. Mathematically, the ML-based estimators can be abstracted
as approximators of true characterization, as shown in Eq. (5). Each PPA and BEHAV metric can be
abstracted as a predictive function, characterized by the training dataset and the ML algorithm.
Therefore, each of the functions (abstracting physical characterization) in Eq. (2) can be abstracted
into its ML-based counterpart as shown in Eq. (5).

PPA Metric: PPAg, ~ Pyp(O;)
BEHAV Metric : BEHAV o, ~ By, (Oy)
So:

Hyy (O;, Inputs) ~ Fyy (05, Wy (TRAIN))
Hy (0i) ~ Hy (Oi, Uy (TRAIN))
Hc(01) = He(O, Cur (TRAIN))
Hyy (0y, Inputs) x He(0;) ~ PDP(O;, PDPy (TRAIN))
Hyy (O;, Inputs) x He(0;) X Hy (0;) ~ PDPLUT(O;, PDPLUTy1 (TRAIN))

®)

4.1.2  LUT-wise significance . The trained ML models for the PPA and BEHAV metric provide fast
surrogates of the fitness function and have been used extensively in DSE problem solving both for
AxOs and in general. However, in AxOTreeS we use the ML models additionally for extracting
LUT-wise significance metrics. We compute the global SHapley Additive exPlanations (SHAP)
values for each LUT and normalize the values across the features to obtain each LUT’s relative
importance in determining the PPA and BEHAV metric. SHAP [12] is a mathematical method, based
on game theory, to provide explanations for each prediction (local) and to compute the importance
of each feature for predictions (global). SHAP is being used extensively in explainable AI and
can be used in Al-based Electronic Design Automation (EDA) to improve related search methods.
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(a) Search tree (b) Breadth First Search (c) Depth First Search  (d) Heuristics-based Search

Fig. 4. Tree Traversal methods

Additionally, we also compute to correlation coefficient between the LUTs and the metrics from true
characterization data. The SHAP values and the correlation coefficient can be used in AxOTreeS to
improve the MCTS-based search algorithm. Eq. (6) and (7) show two ways of generating the overall
LUT-wise significance metrics, ¥, that is used in the optimization problem shown in Eq. (2). It
involves using either the maxima or a weighted sum of the PPA, fippa), and BEHAV, fi(gerav),
metrics for each LUT 1.

Fmax; : max(fjppay, fi(BEHAV))

Fr ={Fmax;}vl€{0,1,...L — 1} ©)

Fwsum : wppa X fippa) + (1 = wppa) X fi(BEHAV)

Fr={Fwsum}Vvle{0,1,.,L -1} @

4.2 Monte Carlo Tree Search

A Tree Traversal Problem (TTP) usually involves modeling the problem as a sequence of decisions
and searching for the leaf node that fulfills the problem’s objectives. So, while each leaf node
encodes a set of choices for all the decisions, every non-leaf node encodes a subset of such choices.
As shown in Fig. 4(a), each of the leaf nodes can be categorized as feasible (FEAS) or infeasible
(INFEAS) depending upon whether it satisfies the problem-specific constraints. While finding any
FEAS leaf node is sufficient for a Constraint Satisfaction Problem (CSP), minimization problems also
search for the OPTIMAL leaf node, the best among the FEAS nodes. Exhaustive search approaches
such as Breadth First Search (BFS) and Depth First Search (DFS), as shown in Fig. 4(b) and Fig. 4(c)
respectively, look to expand all the leaf nodes iteratively while storing a portion of the search tree
in memory. The arrows in the figure indicate the general direction in which the nodes of the search
tree are expanded. Although exhaustive search methods guarantee finding the optimal solution,
such methods are too costly for large design problems. For instance, as seen in Fig. 4(b), the BFS
approach needs to store all the nodes in the tree, except the last level, in order to start expanding
even the first leaf node.

Alternatively, heuristics-based search methods aim to reach the optimal leaf node by expanding as
few nodes of the search tree as possible. As shown in Fig. 4(d), such methods aim to use information
regarding each expanded node as a guide to moving towards the OPTIMAL leaf node. For instance,
A-star search [7] involves designing some problem-specific heuristics to traverse the search tree
more intelligently than expanding every possible node. Monte Carlo Tree Search (MCTS) is one
such heuristics-based search method where the problem-specific heuristics are derived from random
simulations of pending decisions. So, the quality of each non-leaf node is estimated from the quality
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Fig. 5. MCTS stages [3]

of the leaf node obtained by such Monte Carlo simulations over the duration of the search. MCTS
includes the following processes, as shown in Fig. 5:

e Tree policy: It involves selecting the appropriate non-leaf node to perform the Monte Carlo
simulations from. It encodes the consideration of the trade-offs between exploration and
exploitation to determine the best node to expand.

e Expansion: It refers to the process of adding a new node based selected by the Tree policy.

o Default policy: It refers to the rollout or Monte Carlo simulation from any expanded node to
a leaf node.

e Backpropagation: It entails estimating the quality of the leaf node resulting from a rollout
and updating the rewards for nodes upstream from the rollout node.

Although fairly recent, MCTS-based search optimization is already being used in EDA prob-
lems [28]. However, most of such approaches are limited to using either standard problem-agnostic
MCTS or introducing some form of parallelism into the rollouts. In contrast, we focus on improv-
ing the guided search from existing characterization data, and the AxOTreeS approach can the
combined with complementary approaches such as parallel MCTS [11, 27].

4.3 MCTS-based DSE

4.3.1 Modelling DSE as a TTP. Based on the operator model for the approximation of the 3-bit
unsigned adder shown in Fig. 2, Fig. 6(a) shows the set of all possible approximate LUT configu-
rations. It includes the accurate configuration (111) and the 7 approximate configurations. In the
tree, the sequence of decisions from the root node is as follows: Configure LUT:0 — for each of
the decision (1— use, 0— remove), Configure LUT:1 — Configure LUT:2 for each configuration
decision of LUT:1. While for the small design, we could list out all the possible configurations, for
a larger design, for example, the 36 configurable LUTs in a signed 8 X 8 multiplier, it would be
infeasible to do so. Therefore, within a given computational budget, we would be able to expand the
search tree only partially. It must be noted that for any arbitrary non-leaf node (say Nx) the sub-tree
downstream to it denotes the exploration of other decisions given the decision already encoded in
Nx. Therefore, in a partially expanded search tree the LUT that we decide to configure first, say
LUT:0, would also denote the maximum exploration of design decisions for each configuration of
LUT:0.

Since we do not have any prior information regarding the optimal order in which the LUTs
should be configured, we include the decision regarding the same, as part of the tree search.
Consequently, Fig. 6(b) shows the completely expanded search tree for the 3-bit adder with this
decision tree model. As seen in the figure, the design decisions in the search tree alternate between
selecting the LUT to configure next and what configuration to use for the selected LUT. As can
be seen from the figure, it results in a much larger search tree and the number of leaf nodes is 6
times that of the original search tree. The redundant configurations are shown in different colors
in the table at the bottom of the figure. It must be noted that this approach of using the Select as an
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Fig. 6. Decision trees for approximating a 3-bit unsigned adder implementation (a) The decision includes
how to Configure each LUT and follows a fixed/randomized order among the LUTs (b) The decisions include
Selecting the LUT to be configured next and Configuring the LUT to be used/removed in the approximate
operator implmentation

Algorithm 1. MCTS [3] B, A, B,A,B,AB, A B,AB, A BA ByA
S Nl gl G W

1: function MCTS-SEARCH(sg) (Cwr ) % (Cwr ) wr J(ur )
2: create root node ng with state so I T 1T T
3: loop a 1-{""10“"[_ I% I = ! s~
4:  while within computational budget do By Ay By AB A By Ay B: Ao

5: n; < TreePolicy(ng) X [ LUT ][ LUT X [ LUT ]

6: r; < DefaultPolicy(s(n;)) sy _[l lﬂ—El [_} ________ {_1 l}c_

7: Backpropagate(ny, ry) Yoo 1 I lo I

8: end while Fig. 7. Approximate partial product generation
9: end loop in signed 4x4 multiplier

10: return a(BestChild(nyp))

additional design decision results in a much larger search tree. However, as we shall show from the
experiments, following a fixed order (similar to the search tree in Fig. 6(a)) can result in degraded
search results for larger designs.

4.3.2  General MCTS-based DSE. The general MCTS algorithm is shown in Algorithm 1. We use
the accurate implementation of the signed 4 x 4 multiplier, presented in [35], to demonstrate
the various steps and different types of MCTS methods discussed in this article. Fig. 7 shows an
approximate version of the partial product generator used in the same design. In the configuration
shown in the figure, 3 of the 10 LUTs in the accurate version are configured to be not used, as
depicted by the shaded LUTs. Similarly, any approximate configuration would be generated by a
different combination of the usage of the 10 LUTs, a total of 1024 designs. Fig. 8 shows the search
tree generated from the first 30 iterations of using the general MCTS algorithm in the search for
corresponding approximate configurations.

In MCTS, for each iteration, the algorithm starts from the root node, denoting the state where
no decisions regarding the usage of the LUTs have been finalized. Fig. 8(a) shows the search tree
after the first 10 iterations. These 10 iterations are used to expand one node for each of the 10
possible LUTs that can be used to select the first LUT to configure. The rectangular boxes show
the leaf node generated from each iteration, as a result of the rollout from the newly expanded
node in that iteration. The red and green color indicates configurations as infeasible and feasible
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Fig. 8. Progression of the flatMCTS-based search tree
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Fig. 9. Reward model used in MCTS-based DSE of AxOTreeS. (a) Hypervolume measures: Total hypervolume
(TOV_HV) and Exclusive hypervolume (EX_HV) (b) Reward/Penalty for feasible and infeasible solutions

respectively, based on the PPA and BEHAV constraints of the problem. For a given leaf node, which
denotes a complete configuration of the 10 LUTs, ML-based estimators are used to estimate the
PPA and BEHAV metrics . Based on the estimated metrics, a reward is assigned to the leaf node
which is then backpropagated to all the nodes in the path from the root to the newly expanded
node, as shown in Fig. 5. The reward assigned to a leaf node should ideally encode the information
regarding the feasibility of the configuration of the leaf node as well as a measure of the goodness
of the configuration, in order to direct the search towards the OPTIMAL leaf node.

Fig. 9 shows the use of hypervolume metrics in formulating the reward for each leaf node of the
search tree. Hypervolume is one of the more widely used metrics in multi-objective optimization
and can be used in two contexts during DSE— for evaluating each design point in isolation, and
for evaluating a set of design points. Fig. 9(a) shows the measure of hypervolume in each of these
contexts. It plots two design points, D1 and D2, in terms of their resulting BEHAV and PPA metrics
(for any arbitrary BEHAV and PPA measure). The exclusive hypervolume of each of these points is
shown as rectangular areas with a dashed outline. It is quantified by the area swept by the design
point and a reference point R. For more objectives (> 2), it would be measured by the hypervolume
swept by the design point and a reference point. In isolation, the exclusive hypervolume of a design
point denotes the quality of the design point in terms of minimizing both design metrics. For a set
of design points, say {D1, D2}, Fig. 9(a) also shows the total hypervolume of the set as a six-sided
polygon determined by the area swept by each of the design points in the set. It can be noted
from the figure that computing the total hypervolume does not duplicate the overlapping exclusive
hypervolume and therefore is not impacted by any newly discovered point lying within the existing
hypervolume.

41t should be noted that actual design implementation and characterization can be used instead of ML-based estimation. For
the signed 4 X 4 multiplier, we characterized all the 1024 configurations and use that table to determine the PPA and BEHAV
metrics for each leaf node.

ACM Trans. Embedd. Comput. Syst., Vol. 1, No. 1, Article 1. Publication date: January 2023.



lypervolume

Exclusive H

-/~ Isolated Hypervolume -@-Total Hypervolume

it A Fa Py
1

%,

e

Iterations

(a) flatMCTS

A , AN A X A

0

11 13 15 17 19 21 23 25 27 29

%

4

%,
Total Hypervolume

Exclusive Hypervolume

Sahoo, Ullah and Kumar

—-& Isolated Hypervolume -@-Total Hypervolume

11 13 15 17 19 21 23 25 27 29
Iterations

(b) descMCTS

Total Hypervolume

Fig. 10. Progression of the hypervolume for the General MCTS-based search trees

Fig. 9(b) shows the reward model used in the current article. We use the exclusive hypervolume
of the leaf node design as the reward metric. The point R(Bg, Pr) denotes the constraints imposed
by BEHAVpax and PPApax. So, for any feasible design point, F(Bp, Pr), the area swept between
F and R denotes the exclusive hypervolume. For infeasible design points, similar to I1(By, Py),
I2(By, P;), and I3(Bs, P3), we use the negative of the area swept between R and the infeasible point
as the reward. Therefore, the sign of the reward serves as the indicator of the feasibility of the
design point. Similarly, the magnitude of the reward value serves as the indicator of the goodness of
the design point. Together, the sign and the magnitude should direct the search toward leaf nodes
that are feasible and have higher exclusive hypervolume.

Fig. 8(b) shows the search tree expanded after the next 5 iterations (11 to 15) along with all the 15
leaf nodes. As can be seen, 5 new nodes are expanded. Since all possible decisions at the root node
(which LUT to select for deciding its configuration) have been expanded in the first 10 iterations.
The decision regarding which note to expand is based on the Tree policy. Fig. 8(c) shows only the
expanded modes of the search tree after 30 iterations. It contains 30 expanded nodes (excluding the
root node) and the tree is expanded asymmetrically (neither BFS nor DFS). Fig. 10(a) shows the
progression of the hypervolume values from the leaf nodes across the 30 iterations. The negative
values denote the exclusive hypervolume of the infeasible points (3 within the first 10 iterations).
The total hypervolume denotes the Pareto-front hypervolume of the leaf node designs accumulated
after each iteration.

As shown in Fig. 8, in the progression of the search tree in the MCTS algorithm described
above, the traversal in each iteration starts at the root node. We shall refer to this algorithm as the
flatMCTS method. Alternatively, Fig. 11 shows another approach where the 30 iterations are evenly
split into 3 stages of 10 iterations each. The first stage is similar to that in flatMCTS. However, after
the first stage, the best child node from the root node is selected as the root node for all iterations in
the second stage. This process is repeated after each stage. The three sub-figures in Fig. 11 show the
10 expanded nodes and the leaf nodes for each stage. This process is similar to making decisions for
each move in a game where the next move is based on the current game-state instead of the initial
stage of the game where no moves have been made, which is equivalent to the flatMCTS approach.
We shall refer to this method as the descending MCTS (descMCTS). Fig. 10(b) shows the progression
of exclusive and total hypervolume of designs for descMCTS method with the 3 stages demarcated
by dashed vertical lines.

4.4 Problem-specific adaptations

The flatMCTS and descMCTS methods described above represent standard MCTS algorithms and
do not encode any problem-specific adaptations. They are similar to general game-playing agents
that learn the requisite skill for each game through trial and error only. In this section, we propose
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some problem-specific adaptations to the MCTS-based search for FPGA-based AxOs. The proposed
adaptations stem from the drawbacks observed from the experiments with the standard MCTS
methods as discussed next.

4.4.1 Enabling deeper search tree expansion. In both the general MCTS methods, all the possible
child nodes are expanded before exploring the sub-tree associated with any single child node. This
approach does not have much of an adverse impact in case of fewer possible design decision choices,
for example for the 0/1 choices for the Configure LUT decisions. However, for a larger number of
choices, this translates to most of the leaf nodes being generated from a longer rollout. For instance,
in the case of the signed 8 x 8 multiplier with 36 configurable LUTs, all 36 choices of the Select LUT
for configuration decision have to be expanded before moving to the next level of decision making.
Similarly, every time the search method encounters a node where the next decision is Select LUT,
all the possible child nodes are expanded first before exploring further design decisions for any
single child node. As a result, most of the leaf nodes are generated with a majority of the design
decisions being taken by randomization rather than by learned heuristics.

In order to alleviate this issue, we use two potential solution approaches. The first one involves
limiting the maximum number of child nodes for the Select LUT decisions. While this limits the
exploration of all the design decision choices at the higher levels (closer to the root node) we
leverage the fact that with the proposed modeling there are multiple paths from the root node to
any leaf node configuration, as was shown in Fig. 6(b). In fact, Fig. 6(a) and 6(b) represent the corner
cases of this method as we can vary the maximum child nodes from 1 to the number of LUTs that
are being configured in the design. Additionally, we also explore the method of pre-configuring a
subset of the LUTs to 0s or 1s prior to the MCTS-based search. This is equivalent to starting the
game from a non-initial state and helps in enabling deeper searches in the tree.

4.4.2 Using LUT-specific statistical information. Both methods/modifications described above allow
the use of LUT-specific prior knowledge in the tree search. Specifically, the order in which we
explore the choices for the Select LUT decision determines the impact of which LUT’s configuration
is being explored more in the search tree. We use a combination of the PPA- and BEHAV-related
feature importance (correlation coefficients or SHAP values) metric of the LUTs to generate this
ordering. The combination could be the maximum of the PPA and BEHAV metrics or a weighted
sum of the same, as was shown in Egs. (6), (7). It must be noted that using such problem-specific
adaptations introduces additional hyperparameters in the DSE methodology. While determining
the appropriate configuration for these hyperparameters is beyond the scope of this article, we
evaluate the impact of the variations of the hyperparameters in the next section. Also, given
sufficient computation resources, sweeping across these hyperparameters can provide approximate
configurations that would potentially result in better-quality of solutions than those obtained
through random sampling.

ACM Trans. Embedd. Comput. Syst., Vol. 1, No. 1, Article 1. Publication date: January 2023.



Sahoo, Ullah and Kumar

Table 2. ML-based estimator design results

Design Operator: Signed 8x8 Mult Application: ECG Application: GAUSS
Metric, PDPLUT, AVG_ABS_ERR, PDPLUT, 1-Accuracy, PDPLUT, AVG_PSNR_RED,
Model Neural Network CatBoost LinReg XGBoost LinReg CatBoost
Metric | TRAIN TEST | TRAIN | TEST TRAIN TEST TRAIN | TEST TRAIN TEST | TRAIN | TEST
MSE | 21306485 | 34957179 | 0.00216 | 0.15873 || 8.57E+12 | 8.54E+12 | 1.00E-05 | 0.00051 || 2.3E+14 | 2.65E+14 | 0.07485 | 0.21495
MAE 3531 4465 0.03504 | 0.27673 || 2321377 | 2308061 | 0.00097 | 0.01156 || 11781306 | 12819703 | 0.17331 | 0.28081
R2 0.9936 0.98986 | 0.99998 | 0.99857 || 0.82811 0.83909 0.99698 | 0.89285 || 0.9765 0.9726 0.98819 | 0.96595

Table 3. Top-5 ranked LUTs based on each metric

Rank CorrPPA CorrBEHAV MaxScaledCORR SumScaledCorr ShapPPA  ShapBEHAV MaxRelSHAP SumRelSHAP

1 lut_25 lut_34 lut_25 lut_25 lut_25 lut_34 lut_25 lut_34
2 lut_29 lut_35 lut_29 lut_29 lut_32 lut_35 lut_34 lut_25
3 lut_34 lut_33 lut_34 lut_31 lut_29 lut_33 lut_32 lut_33
4 lut_33 lut_26 lut_33 lut_24 lut_30 lut_26 lut_29 lut_35
5 lut_31 lut_32 lut_31 lut_28 lut_28 lut_32 lut_30 lut_32

5 EXPERIMENTS AND RESULTS

5.1 Experiment Setup

For the statistical analysis, the approximate design configurations of signed 8 x 8 multiplier for
training were generated, from the data provided in [36]. These configurations are implemented in
VHDL and synthesized for the 7VX330T device of the Virtex-7 family using Xilinx Vivado 19.2.
The synthesis and implementation of each configuration involved multiple executions where we
updated the critical path constraint according to the previously achieved critical path slack to
obtain highly precise CPD and dynamic power consumption values for each design. The dynamic
power is computed by recording the dynamic switching activity for all possible input combinations
of the multiplier configurations. For this purpose, we have used Vivado Simulator and Power
Analyzer tools. The MCTS and DSE methods are implemented in Python, utilizing packages such
as PyGMO [2] and Scikit [20] among others.

5.2 Statistical Analysis

5.2.1 Estimator Design. Table 2 shows the ML models used for the PPA and BEHAV metrics for both
operator-level and application-specific DSE. As mentioned earlier, we use the signed 8 X 8 multiplier
as a test case to evaluate the proposed methods. Similarly, the ECG peak detection (employing 1D
convolution for LPF in an accelerator) and gaussian image smoothing (using a line buffer-based
2D convolution accelerator) were used for evaluating application-specific DSE. It must be noted
that we use the two applications using the signed 8 X 8 multiplier only to test the methods and the
accelerator designs are not contributions of the current article. As mentioned before, AutoML [22]
was used to select the specific estimators. It can be noted that the PPA estimators report large
regression error values. This can be attributed to the PDPLUT being the product of three different
PPA metrics and therefore has large values. We train the models with the hyperparameters provided
by the AutoML tool and the only input into the modeling involved efforts to attain similar R2 scores
for the training and testing dataset along with reduced RMSE values for both.

5.2.2  Feature Importance. In addition to generating the ML-based estimators, we used the charac-
terization data to generate LUT-wise significance metrics. The dataset was used directly to generate
the correlation coefficients between each LUT’s usage and the PPA and BEHAV metrics, similar to
that shown in Fig. 1. Further, we used the trained ML models to generate the global SHAP values
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Fig. 12. Ranking LUTs based on LUT-wise significance metrics
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Fig. 13. Comparing LUT-wise significance for operator and application level

for each LUT. These LUT-specific statistics were used to rank the LUTs and resulting the ranking
data was used in different scenarios. Fig. 12 shows the bump-chart of the LUTs ranking under
different criteria such as correlation coefficient with PPA (CorrPPA) and BEHAV (CorrBEHAV), the
maxima of both (MaxScaledCorr), the sum of scaled correlation values (scaled between 0 and 1),
(SumScaledCorr) and similar metrics with SHAP values. As can be seen from the figure, from data
corresponding to the signed 8 X 8 multiplier’s operator-level metrics, the importance of LUTs varies
widely between PPA and BEHAV metrics. Table 3 lists the top-5 ranked LUTs based on each criteria.
It can be noted that LUTs 25 and 29, and, 34,35, and 33 rank highly in PPA- and BEHAV-related
statistics respectively. The slope-chart shown in Fig. 13 compares the ranking of LUTs, using the
same statistical LUT-wise significance metric, for the operator- and application-level PPA and
BEHAV metrics. The ECG data were used for the application-specific (APP) rankings. Only the
SHAP values for BEHAV show some consistency among the top-ranked LUTs. The wide variation
shown in the figure also motivates the need for the application-specific AxO design.
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Fig. 14. Comparison of maximum hypervolume (relative) and DSE execution times for different variations of
the proposed AxOTreeS methods in the search for approximate signed 4 X 4 multipliers. The figures show the
comparison of results for three different problems, one for each set constraint scaling factor (0.5,0.5), (0.8,0.8),
(1.2,1.2) (a) Relative hypervolume w.r.t. the maximum hypervolume reported across different numbers of
descending levels for each problem. (b) Relative hypervolume w.r.t. the maximum hypervolume reported
across different numbers preset LUTs for each problem.

5.3 MCTS Analysis

MCTS, similar to other randomized algorithms, uses random sampling. Therefore, to provide a better
evaluation of the effectiveness of MCTS and the proposed methods, we executed the DSE search
for signed 4 X 4 approximate multipliers 50 times for 600 iterations each. Since it provides a smaller
problem size (10 LUTs compared to 36 in 8 X 8 multiplier), we could perform multiple executions of
the related search. Further, we used a scaling factor of the maximum PPA and BEHAV values in
the training dataset, as constraints to the optimization problem. In the rest of the discussion, the
scaling factors are often shown as tuples comprising PPA and BEHAV scaling factors.

For instance Fig. 14(a) compares the maximum hypervolume obtained by flatMCTS and descM-
CTS under a varying number of descending levels for the constrained searches with scaling factors
of 0.5x, 0.8x, and 1.2x for the signed 4 X 4 multiplier. The secondary vertical axis also reports the
total elapsed time for the 50 runs of 600 iterations each. The data for the number of descending
levels equal to 1 denotes the flatMCTS. As evident from the figure, using more levels results in
increasing maximum hypervolume obtained during the search. This can be attributed to the deeper
searches possible with descMCTS. However, at very high values, the quality of the resulting design
points starts to reduce. This is due to very few simulations being used to determine the best child
for the next stage. For instance, with 5 levels, 120 simulations are used in each stage. However, only
20 simulations are used to determine the best child in the case of 30 levels. Fig. 14(b) shows the
effect of presetting some LUTs, based on the ordering as per SumScaledCorr. As can be seen from
the figure, having more LUTs preset reduces the random sampling required during the rollout and
hence requires less time. However, except for a few number of LUTs being preset, the hypervolume
reported from the search reduces considerably.

Fig. 15 shows the effect of the number of levels and the presets on the progress of the search
method for constraints with a scaling factor of 1.2x for both PPA and BEHAV. As seen in Fig. 15(a),
the search with 5 levels improves the hypervolume even after 500 iterations while the one with 30
levels flattens out after around 300 iterations. Similarly, having preset LUTs results in the search
beginning with good quality designs (better hypervolume) but cannot find better designs in further
iterations as the preset LUTs can curtail the exploitable design space. For instance, having 3 preset
LUTs begins with a better hypervolume than with zero, but flattens out after around 100 iterations.

4 5

Fig. 16 shows the impact of using the proposed problem-specific adaptations in the DSE for signed
8 X 8 approximate multipliers. Fig. 16(a) shows the relative hypervolume (compared to maximum)
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Fig. 15. Comparison of the progress of the DSE in terms of the hypervolume (relative) for variations of the
proposed AxOTreeS methods in the search for approximate signed 4 x 4 multipliers. (a) The values are relative
to the maximum final total hypervolume obtained across the DSE runs with varying numbers of descending
levels. (b) The values are relative to the maximum final total hypervolume obtained across the DSE runs with
varying numbers of preset LUTs.

as the limit on the maximum possible child nodes for Select LUT decisions is varied from 1 to 36 in
the flatMCTS approach. The bound of 36 essentially translates to General MCTS. The line plots
correspond to varying constraint scaling values (equal for both PPA and BEHAV). As seen in the
figure, the best hypervolume is usually obtained at lower bounds on the expansion, specifically for
tighter constraints. Also, the reduced quality of hypervolume for the upper-bound of 1, shows the
limitations of not using the Select LUT decision as part of the search tree. Similarly, Fig. 16(b) shows
the relative hypervolume when using the MaxRelSHAP as the ranking metric, while using different
expansion limits for varying constraints. The relative hypervolume is compared to that using no
ordering/ranking information. As shown in the figure, oven even for flatMCTS with no limits (up to
36 expandable nodes for Select LUT), using the ordering information improves the hypervolume (up
to 1.6x), specifically for tighter constraints (0.2x). Therefore the proposed methods of integrating
LUT-wise significance information in the search can improve the DSE results significantly.

I CoNST: 0.2 [ CONST: 0.5  |EEEM CONST: 1.5
[JcoNsT: 0.8 [ CONST: 1.2

0.
° 1.8
-
g0. 1.6 -
— Q ~N
0 0. g 1.4 - oo <
. 221.2 4289 gggg a5 & AL 2%
& ‘-’g 1 —“ oo ocoo©o S o—o —~ o o_
= 0. ,3 H
0 0.8
() V]
>0. & 2
o B >0.6 @
§0.35 |/ = p o
5035 -A-CONST: 0.2 -#-CONST: 0.5 0.4 : N
20.25 | -m-CONST: 0.8 -@-CONST: 1.2 0.2 = I 2
-A-CONST: 1.5 o ° [ | pt
0.15
N 0 0 0 1 6 12 18 36
Maximum Nodes Limit Maximum Nodes Limit

(a) flatMCTS with bounded expansion (b) Search using LUT importance information

Fig. 16. Comparison of relative hypervolume for proposed methods of limiting the number of expansion nodes
for Select LUT decision and using ordering/ranking information in the search. The results correspond to the
DSE for signed 8 x 8 approximate multipliers. (a) Changing maximum (relative) hypervolume with changing
upper-bound on the number of child node expansion. The values are relative to the maximum hypervolume
reported for each problem (with a different constraint scaling factor for PPA and BEHAV) across a varying
number of maximum child nodes (b) Relative hypervolume in an importance-aware search compared to one
without using any LUT-wise significance metrics. The values are relative to the hypervolume reported with a
DSE search not using any LUT-wise significance metric, for each problem.
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5.4 Comparing with State-of-the-art

5.4.1 Operator-level DSE. Fig. 17 shows the comparison of the Pareto-front hypervolume (total
hypervolume) of the signed 8 X 8 multiplier AxOs reported by AxOTreeS , that in the training dataset
(TRAIN) and those reported in AppAxO [36] and EvoApprox [16]. Each set of bar plots refers to the
solutions generated for a problem with the Byax and Pyax in Eq. (3) set by the constraint scaling
factors (Const) and the maximum PPA and BEHAV value in the training dataset. By varying the
constraint scaling, we can evaluate the efficacy of the DSE method for different types of problems.
Better results at lower values of Const signify a method’s ability to find design points that minimize
both objectives considerably. Similarly, the performance of the method for loosely-constrained
problems shows the ability of the method to exploit large tolerances to error in generating low-cost
implementations. As shown in Fig. 17, with AxOTreeS , we report improved hypervolume than
TRAIN and AppAxO across all problems. 161 new approximate operators were characterized to
obtain the results for AxOTreeS. Fig. 18 shows the separate Pareto-fronts obtained with each method
for the different problems. As evident from the figure, both AppAxO and AxOTreeS obtain additional
design points by increasing the AVG_ABS_REL_ERR, obtained by removing additional LUTs from
the implementation, resulting in lower PDPLUT. While EvoApprox results in a better Pareto-front,
it is limited to a fixed library of designs and cannot generate more designs to leverage higher error
tolerances. As was reported in AppAxo, the current operator model suffers from the lack of the
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LUT’s init configuration as a DoF and hence performs poorly compared to EvoApprox. However, the
limited DoF is still sufficient to extract beneficial PPA-BEHAV trade-offs for application-specific
DSE primarily by leveraging loosely constrained behavioral accuracy requirements.

5.4.2  Application-specific DSE. Similar to Fig. 17 for operator-level DSE, Fig. 19 and Fig. 21 show
the comparison of the separate Pareto-front hypervolume for application-specific DSE for ECG and
GAUSS respectively. The results for these are derived from 97 and 69 new approximate configu-
rations of signed 8 x 8 multipliers respectively for ECG and GAUSS. For ECG, where AxOs were
used in the LPF of peak detection, EvoApprox shows better results only for the tightly constrained
problem-Const:(0.5,0.5). For all other cases, LUT-level optimization-based approaches, AppAxO and
AxOTreeS, perform better, with AxOTreeS showing higher hypervolume than AppAxO across all
cases. As seen in the Pareto-fronts in Fig. 20, for loosely-constrained problems, AxOTreeS generates
new design points at the cost of behavioral accuracy.

In the case of Gaussian smoothing, as seen in Fig. 21, AxOTreeS reports considerably higher
hypervolume than EvoApprox across all problems. Only two design points of EvoApprox are present
on the separate Pareto-front estimations, as seen in Fig. 22. Fig. 23 shows the combined Pareto-
front design points, where the design points across the methods are collected together and the
contribution of points from each method is shown. As seen in the figure, all points of EvoApprox
are subsumed by the LUT-level optimization methods, AppAxO and AxOTreeS, and hence do not
show on the combined Pareto-fronts. The application-specific DSE results highlight the importance
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of a platform-aware design methodology to extract the most usable benefits from approximate
computing. A methodology that can generate novel designs tailored for an application/use case
would always be more beneficial than selecting just from already existing design points.
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6 CONCLUSION

The current article proposes a methodology for leveraging the statistical analysis of design char-
acterization data for improving the efficacy of the DSE for FPGA-based approximate computer
arithmetic. The proposed approach improves upon the traditional usage of characterization data
just for the design of regression models to predict the PPA and BEHAV metrics during iterative
optimization searches. The proposed methodology uses MCTS as the optimization algorithm of
choice. Although MCTS is primarily envisaged as a problem-agnostic optimization algorithm,
AxOTreeS introduces problem-specific adaptations to MCTS. The LUT-wise significance results,
derived from the statistical analysis of the characterization data, drive these adaptations and, as
reported in the article, result in improved quality of designs from the corresponding DSE. We also
report improved quality of results than those reported in related works for both operator-level
and application-specific DSE, especially for more loosely constrained optimization problems. It
must be noted that, although tested with a specific operator model, the contributions of the article
are orthogonal to the operator model and its complexity. The problem-agnostic nature of generic
MCTS and the proposed statistical analysis methods make the approach in AxOTreeS complimen-
tary to any operator model that allows automated synthesis from an approximate configuration
representation. However, the proposed methods also introduce multiple hyperparameters such
as the depth of the descMCTS method, the number of LUTs to be preset, the upper bound of the
expansion stage for the choice of the next LUT to configure, etc. Similar to other metaheuristic
optimization methods, finding the appropriate combination of hyperparameters poses a challenge.

The current article focuses primarily on the following aspects - adapting MCTS for problem-
specific improvements and using the characterization data more effectively in the DSE. Further
research related to the first aspect could involve developing heuristics for deciding the appropriate
set of hyperparameters for a problem. Similarly, research into the second aspect may include
using the recent advances in AI/ML methods such as generative Al, explainable AI’, and other
data analysis methods to extract additional knowledge from the characterization data. A rather
straightforward extension of the current work may entail initializing a partial search tree for MCTS
from the already existing characterization data. Further, parallel MCTS can be implemented for the
current problem statement.
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